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For more than 120 years, RWE has been passionate about generating
electricity. Now, RWE is shaping the new energy era.

We aim to be climate-neutral by 2040

Offshore wind
Onshore wind

M solar

» Clear decarbonisation roadmap with further
closures of coal activities

I Batteries
« Significant expansion in wind, solar and batteries =:§:;SS
 Driving forward green hydrogen M Gos

Il Pumped Storage

« #2 gas fleet in Europe, 31 power plants
« ‘Energy Company of the Year’ 2023 at Global
Platts Energy Awards

O- RWE RWE
EA Renewables Supply & Trading

@ RWE
/@ Power
Energy trading and __—
Offshore and
onshore wind power Gas, hydropower, Honte

photovoltaics and b'ﬁ”:jarzsj:d
storage Gas storage ydrog

Nuclear power
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Start of our digital journey

Optimized
Application
Landscape

Enhanced Remote

Working

Data and Digital

Platform

Digital Planning

Digital Reporting

Centralised
Performance
Monitoring

Remote
Operations

Making better use of our existing software tool portfolio by
creating transparency and providing (improved) training.

Ensuring the right equipment, software and training to
enable RWEG employees to remotely work from anywhere-
also beyond COVID-19.

Improving the way we manage our data so we make data
easily accessible and turn it into a valuable asset - thereby
enabling current and future digital opportunities.

Replace lengthy MTP process by a smarter and shorter,
system-based forecast approach with lower granularity.
Powered by smartdata handling and predictive models.

Reduce and highly automate the standard reporting
landscape and enable the experts with efficient analysis
and visualization capabilities.

Facilitate centralized performance monitoring by
developing and standardising tools & methodologies across
Generation.

Create the opportunity for gradualincrease of remote
operations by defining blueprint and roadmap; set up
GY/LB for remote control.

Value Based
Maintenance

Applying advanced algorithms for failure & economic
impact prediction to optimize maintenance plans and
interventions.
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- Our journey begins

A

with eight
lighthouses that
cover a broad
spectrum of our
business.

To be fast and

flexible we will

transform in an
agile way starting

each new
development with
a pilot and ensure
scalability across
the business.

will enable us to further

maximize the

value of our existing

assets and will give us the
competitive advantage

essential for current and future

business.




VBM describes a continuous optimisation of maintenance strategies and plans based on a
regular valuation of the plant integrity risks
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Corrective
maintenance (CM)

Operation until failure,
posterior assessment to decide
whether to repair or to replace

Time-based maintenance
(TBM) / or cycle-based

Fixed time intervals / cycles for
inspection and for certain routine
maintenance work stablished,
typically OEM driven

Condition-based
maintenance (CBM)

Maintenance activity triggered by

estimated condition reaching
certain thresholds, i.e. based on
data from sensor technology,
thermography, ultrasound, oil
analysis, history etc.

Value-based
maintenance (VBM)

Individual maintenance
strategies, based on individual
risk and probability
assessments

Maintenance activity triggered
by predicting the asset health
and failure as well as economic
impact — up to no action for
minor impact/risk

Non-Digital

Criticality
assessment

Maintenance Failure mode
approach analysis

Culture/skills

Processes Rjsk perception

Predictive

. Dashboards
analytics

Mobile devices

Intelligent asset

Commercial
predictive analytics management
Work order

automation

Digital
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Value Based Maintenance x Data foundation

Equip maintenance teams with the required information to optimise the value derived from maintenance

Optimization of maintenance strategies and planning based on a real time valuation of the plant integrity risks
Aimed at the reduction of high impact failures and of over- and under-maintenance

Developed by a cross-functional team of maintenance, operations, IT and data engineers

The tool-set consists of dasboards and multiple underlying (ML) models to compute integritiy risk level, health status, failure
probability and failure impact

Different dashboards have been developed to present the information real-time and from any device

— Allows to record current topics, link them to data in the
— cockpit and offer the possibility to link already created
historical events

impact data to determine risk level of each
component/failure mode

reducing maintenance on equipment with lower
criticality levels

condition

Equipment Health Dashboard Dynamic Risk Dashboard e | Work Order Dashboard Py Event Journal
Dynamic overview of equipment health and asset Combine technical failure probability and commercial | I p Prioritise work orders of high risk components while \7




“We want to equip our maintenance teams with the required tools and information to optimize the
value derived from maintenance”

Le
Le
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Maintenance Dashboards Event Journal Dashboard

Failure Probabilty & Impact

Equipment Health Dashboards .

Equipment Health Failure Prob Failure Impact Work Order Prioritization

D ic Risk Cal i .
Models Models Models ynamic Risk Calculation Models Collaborative Database
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Yuma Datalake

SPC/ Smart Offline Criticallity Reliability - UK Commercial c NL/G, 2 AP BRISM
Signal/ Seeq Assessment Statistics & Dispatch data ommercia
Dispatch data




Diagnostic Journey



Gas Turbine Ignitor Failure

Equipment Health Dashboard I
q p o - Station Overview Health Status Work Orders Action Requests Event Journal
}

o et i

health and asset condition

Most Critical Plant Elements Detailed Information about Failure Modes [ e Failre Modes
Which Plant Element Needs Your Attention? Detect Most Critical Components.

KKS Asset & Area Failure Mode Name Last Health Trend (Last Trend Impact Impact
Event Score 14 Days) 24 hrs  Today +14 Days

« Reliability Engineer e
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identifies issue with GT S — p—— 5
o P ——

ignitor e — —

C3MBL30  GT 3.Air Intake Coalescer Filter Fouling
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 Detailed information

Details of selected Failure Mode

A & A State and Development of Health Score
displayed along with link to

Failure Mode: Trip on startup
GENST : S
Root Cause Failure Mech.: GT ignitor failure
Gr1
S ee q or2 6 Monitored Pl Tags: CCC-C2MBM11CTO01 XQ60, CCC-C2MBM11CT002 XQ60

GT3
HRSG 1
HRSG 2 Health Score Refinement Method: No refinement, just the raw Health Rating

Local Effects of Failure Mode: Increase in time to ignition when compared to adjacent ignitor

o Station is aware as there

Seeq

are 4 linked work orders and by

1 action request




Seeq Dashboard

| 1_EV Ignitor Start Monitor Period v’miw

all
B, 202350 T §e 2023 0421 | W — | | P L | P — Mm

5May 2023 04:21 8May 2023 06:20 20May 2023 16:26

U11 Ignitor 2 failure (Start)

EV Ignition Torch 1 Temperature, EV Ignition Torch 2 Temperature
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U11 Ignitor Time Diff (s)
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Trend view of the ignitor start-up time diff during last 6 mon

800.00000

H ™= N ——— s
1 | “ \l ! lk ‘ 4 N \ ‘ H! « Compares the time difference between the two ignitors when
| |

e - rising 30 deg C above its starting temperature

M|

600.00000

400.00000

200.00000

r — == A time difference of greater than 4.5 seconds is considered
: _ an indication of possible failure

: _ . « A failure occurs when one ignitor fails to start in the
N 5l P I I N < S N L | monitoring period (GT sequence step)

19. Dec Jan 16. Jan 30. Jan 13. Feb Feb 13. Mar 27. Mar 10. Apr 24 Apr 3. May May 5. Jun
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Seeq Model

778.84668 EV Ignition Torch 1 Temperature, EV Ignition Torch 2 Temperature
4 s ~ e s e ol = I = il et ol ol Slumiew ol

| | |  Health score calculation takes

400.34338 I

211.09174

failure mode indicators:

n U11 EV Ignitor Time Diff
N L 1M
. . . .
5 Time Diff, Ignitor 1 and 2
B 1 n R . .
0 | I N L L I o oy L — f | t
alijure umespans
1.0 Ignitor 1 failure timespan
05 .
* Indicators are exported to PI
-0.5
-1.0
1 Ignitor 2 failure timespan
8
6
3
Failed start can cost up to
0
1. May 15. May 29. May 12. Jun 26. Jun 10. Jul 24 Jul 7. Aug 21. Aug 4. Sep 18. Sep 2. Oct 16. Oct
3 15/4/202322:31 WEST 4 cronths p BN 2 A 13/10/2023 10:31 WEST ~£ k
l. e 150k per start
17. Apr 1. May 15. May 29. May 12_Jun 26.Jun 10. Jul 24.Jul 7. Aug 21 Aug 4.Sep 18. Sep 2.0ct 16.0ct
1+ s/4/2023 6.3 months 15/10/2023
&4 Details @ cusomize | EV Ignitor Failure INPUT
L 4 x $ Neme % Asset & Description % Lane “ PIP
s W v U P L VAL UL L SLMULTL SR UG SWNL M1, L3 g sy v
s fOxaM U11 EV Ignitor Time Diff GT. EFM-lgnitorFailure [EXPORT TO "Plserver-PE” AS "PE.Unit 11.GT.Combustor.EV.EFM - Ignitor Failure.lgnitor Start Time Difference” EVERY "15m"] 7 Ignitor Time Diff =0 (100%) 0 100 %
S £ Ox0 U11 Ignitor Time Diff (s) GT, EFM-Ignitor Failure 3 |gnit0rTime Diff=4.5 (66%) 4.5 66 %
S £ Ox Mo Ignitor 1 failure timespan GT, EFM-lgnitor Failure [EXPORT TO "Plserver-PE" AS "PE.Unit 11.GT.Combustor.EV.EFM - Ignitor Failure.Ignitor 1 Failure Timespan" EVERY "15m"] 9 b N N . . N R
S f£ Ox M s Ignitor2 failure timespan GT, EFM-Ignitor Failure [EXPORT TO "Plserver-PE" AS "PE.Unit 11.GT.Combustor.EV.EFM - Ignitor Failure.Ignitor 2 Failure Timespan" EVERY "15m"] 10 Ignltor Time lef =10 (33%) 10 33 % Ignltor Time lef >10
4 O X O M s Ignitor1 Failure Timespan EFM - Ignitor Failure Timespan over which Ignitor 1 failed to reach the relative temperature of Ignitor 2 11 \\PK Ign itor failure>0 (0%) 0 0% lgnitor 10R Ignitor 2 failure timespan >0
o+ @ %x O M s Ignitor2 Failure Timespan EFM - Ignitor Failure Timespan over which Ignitor 2 failed to reach the relative temperature of Ignitor 1 12 \\PI¢
o © %x O M s IignitorStart Time Difference EFM - Ignitor Failure Time difference between the two ignitors when rising 30 deg C above its starting temperature 13 \\PI¢
O x O M % EHMRaw Health Rating (HR) EFM - Ignitor Failure Raw Health rating of this failure mode (Equipment Health Model) 14
Ignitor Time Diff 0.777
Ignitor 1 failure timespan 0
« Health score logic written in Excel and coded in Python Ignitor 2 failure timespan [
Health Score (%) 94.13

Indicators and raw HS imported back into model for validation Con'neqt




Health Score Development Process

Key Participants

Key Actions

Key Deliverables

4

Ideation

Station
Monitoring

Identify, prioritise &
select Failure Modes
to be developed

Identify the
requirements for the
failure mode

Target
Failure Modes

Design

Station
Monitoring

Create bespoke
model in Seeq

Validate model
Define and write HS
calculation formula

logic

Health Score
Logic

Implementation

Pl
Data Science Team

Establish connection

from the failure mode
model to PI

Create Transformer
Function & Unit Test

Centralised Data
Final Health Score

Validation

Pl & Monitoring
Data Science Team

Validate new failure
mode health score in
Pl Vision & Seeq

Functioning Test
Environment

Deployment

Pl & Monitoring
Data Science Team

Deploy health score
to the VBM cockpit

Functioning
PROD Environment



Value Add Examples



High Pressure Pipework Creep Analysis
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[Fapsed [Creep Damage 9736 st
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ime riod 10522 626
o forevaluated parod 7505y 2 10047 E1
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12101 7201

Bad Temperature Data For Tag T HP DESH I 1a3% 11869 T8
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Start DateTime. 1118.0.0000 1375 w26
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fe Consume
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AFTER

Import years of operational data into

Excel
Analysis done on a yearly basis
Poor operation (or issues) cannot b
identified in real time or prevented
Creep life consumed and time to ruptur
ata in real-time
ashboard to enable comparisons

llows integration into VBM to identify
nd resolve issues




Gas Turbine Air Inlet Filters

CHALLENGE

SOLUTION

RESULTS

>4

Water ingress into compressor due to filter fouling
costing £millions in consequential damage
When best to replace filters? Cost vs benefit analysis

Calculate condensed water mass flow and trend
|dentify mechanical integrity limit (MIL) for DP
Allows value-based maintenance approach

Dashboard showing trend of the current filter total DP
Predicted overhaul date where the MIL will be reached
Prevent unnecessary early replacements (vs conventional)



Gas Turbine Air Inlet Filters

Predicted Overhaul
Date (Mechanical

Integrity)
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Stop Ratio Valve (SRV) wear and failure

CHALLENGE

SOLUTION

RESULTS

>4

SRV controls fuel gas entering the GT
Significant valve wear can render the machine
Inoperable due to gas leakage

Monitor leakage through the SRV during runup, startup
and rundown leakage tests
Allows station to plan replacement before failure

Each breakdown results in a production loss of ~£1.3m
Since model created in 2021, it has prevented 2 further
reactive breakdown failures



Stop Ratio Valve (SRV) wear and failure

SRV Runup Bottle-Test Leakage

Last 4 Rundown Bottle Tests (Start)
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Organisation & Next Steps



Reliability, Integrity & Efficiency Optimisation Team

77

Average Weekly Users

7 Awareness
Sessions
delivered

73

Users undergone online
training

Engineering

Digital
Product
Team

Maintenance

157

support cases raised

Operations
3 Fundamental
& 3 Advanced
trainings
delivered

Commercial

&
Performance 39
Datasource Connections




Any Questions?



